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Datacenter Transformation

Three-Tier

“Disaggregate the converged server

$8SS A ﬁﬁﬁ ...then compose and reconfigure

...that’s a revolution.”
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Cloud Service Complexity
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Dynamic Datacenter Infrastructure

Legacy Infrastructure

Static Servers
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Modern Infrastructure

Disaggregated Resource Pools
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Use Case: GPU Workload Sharing

Daytime Workload Nighttime Workload

J

Radically Improve
GPU Utilization
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Use Case: GPU On-Demand/HPC Cloud Provisioning

Statically Configured GPUs Dynamic Configurable GPUs

Composable GPU On-Demand
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* Limited Scalability * High GPU Density
* Inflexible * Rapid Deployment and Scaling
* Poor Resource Utilization * Increased Resource Utilization
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* Recent Higher Ed Installation

» 24 Dell C6525 servers (2U/ 4 node)

* 56 A100 80GB GPUs
* Expandable for additional GPUs

* Ligid IO Accelerators w Intel Optane PS

e Recent DoD installations

* Three HPC clusters
* More than 2000 compute nodes
* 892 Nvidia A100 GPUs
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Compute Express Link

Rapid expansion of cloud computing
Growth of Al and analytics

Industry demands faster data
processing, higher performance, lower latency
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Compute Express Link

New class of CPU to device

interconnect for heterogenous systems

*PCle Gen5 physical & electrical paths
*CPU/Memory/Device sharing
*Very tight latency tolerances for disaggregated memory
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Compute Express Link

Release date 1H 2022
Max link rate 64GTs
Flit 68 byte (up to 32 GTs) v
Flit 256 byte (up to 64 GTs)

Type 1, Type 2 and Type 3 Devices

Memory Pooling w/ MLDs

Global Persistent Flush

CXL IDE

Switching (Single-level)

Switching (Multi-level)

Direct memory access for peer-to-peer
Enhanced coherency (256 byte flit)

Memory sharing (256 byte flit)

Multiple Type 1/Type 2 devices per root port
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Fabric capabilities (256 byte flit)

CXL Consortium 2022
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CXL 3.0 — The building block for disaggregation

“Modern datacenters require heterogenous and

composable architectures to support compute intensive
workloads for applications such as Artificial Intelligence

and Machine Learning — and we continue to evolve CXL

technology to meet industry requirements...”

Siamak Tavallaei, CXL Consortium President aug 2022

CXL 3.0

Multi-device
to host

CXL

CXL CXL CXL CXL

Type 2 Type 1 Type 2 Type 3
Device Device Device Device

CXL Consortium 2022
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Node agnostic fabric
connections

CXL Switch(es)

Device Peer 2 Peer

Hosts

Devices w Cache

Devices w Cache + Memory
Devices w Memory

CXL Switch CXL Switch

CXL

CXL CXL i

CXL Consortium 2022 '
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